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Abstract

In this paper, we proposed an approach for Chinese
chunking based on the Conditional Random Fields
model (CRFs). For sequence labeling, CRFs has ad-
vantages over generative models. Furthermore, Chi-
nese chunking is a difficult sequence labeling task.
This paper describes how to use CRF's for Chinese
chunking via capturing the arbitrary and overlap-
ping features. We defined different types of features
for the model, and then studied their effects on the
data set of the UPENN Chinese TreeBank-4(CTB4).
For comparison, we also applied the other models to
the task on the same data set. The experimental re-
sults show that the proposed approach can achieve
better performance than the other models.

1 Introduction

Chunking identifies the non-recursive cores of various
types of phrases in text, possibly as a precursor to
full parsing or information extraction[l]. Steven P.
Abney[l] was the first person to introduce chunks
for parsing. Ramshaw and Marcus[2] first repre-
sented base noun phrase recognition as a machine
learning problem. In 2000, CoNLL-2000 introduced
a shared task to tag many kinds of phrases besides
noun phrase in English[3]. Additionally, many ma-
chine learning approaches, such as Memory-based

Learning (MBL), Transformation-based Learning (TBL),

and Hidden Markov Models (HMMs), have been ap-
plied to text chunking[3, 4].

Chinese chunking is a difficult sequence labeling
task, and much work has been done on this topic[5,
6, 7, 8]. However, comparing the performance of
the approaches in Chinese chunking is very difficult
because of different chunk definitions and different
data sets. With some machine learning approaches
like Conditional Random Fields(CRFs) and Support
Vector machines (SVMs), how to represent the data
is an important issue. Megyesi[9] gained the best re-
sult using only the features of Part-Of-Speech tags,
while some researchers use a combination of lexical
and Part-Of-Speech information.

The aim of this study is, in particular, to find
out what combinations of linguistic information are
the most appropriate for Chinese chunking. Con-
ditional Random Fields is a powerful sequence la-
beling model[10, 11], which is combining the advan-
tages both the generative model and the classifica-
tion model. Sha and Pereira[11] showed that CRFs

can gain the state-of-the-art results in English chunk-
ing. In this paper, we build a Chinese chunker based
on CRFs. For comparison, we conduct experiments
with our Chinese chunker, MBL, and TBL on the
dataset of UPENN Chinese Treebank-4 (CTB4).

2 Chinese Chunks

There are some different Chinese chunk definitions,
which are often derived from different data sets. For
instance, Li et al.[6] defined the chunks from the
MSRA corpus, while Zhang and Zhou [8] defined the
chunks from their own corpus. In this paper, we de-
fine the Chinese chunks according to the data set
of CTB4, similar to the chunk definition by Tan et
al.[7]. Here we define 12 types of chunks': ADJP,
ADVP, CLP, DNP, DP, DVP, LCP, LST, NP, PP,
QP, VP. Table 1 shows the explanation of these chunks.

Table 1: Explanation of Chunks
Type Explanation
ADJP | Adjective Phrase
ADVP | Adverbial Phrase
CLP Classifier Phrase
DNP DEG Phrase
DP Determiner Phrase
DVP DEV phrase
LCP Localizer Phrase
LST List Marker
NP Noun Phrase
PP Prepositional Phrase
QP Quantifier Phrase
VP Verb Phrase

To represent the chunks clearly, we represent the
data using an IOB-based model, in which every word
is to be tagged with a chunk label extended with
I(inside a chunk), O (outside a chunk) or B (inside
a chunk, but it is the first word of the chunk). Each
chunk type could be extended with I or B tags. For
instance, NP could be considered as two types of
tags, B-NP or I-NP. We have 25 types of chunk tags
based on IOB model, and every word in the sentence
will be tagged with one of these chunk tags. For

IThere are 15 types of chunks in the Upenn Chinese
TreeBank-4. The other chunk types are FRAG, PRN, and
UCP.



instance, a sentence ”fti-NR(he) /£iA-VV (reached)
/AE3-NR(Beijing) /#H13%-NN(airport) /. /7 will be
tagged as follows:

Example 1:

S1: [NP fit][VP FIi][NP Jbst/H135][0 - ]

S2: B-NP fi1/B-VP #ix/B-NP Jt5{/I-NP ¥l3%/0 . /
Where, S1 denotes that the sentence is tagged with
chunk types, and S2 denotes that the sentence is
tagged with chunk tags based on IOB model.

After the data representation, the problem of Chi-
nese chunking can be regarded as a sequence tagging
task. Given a sequence of tokens, x = z1x5...x,,
we need to generate a sequence of chunk tags, y =

Y1Yy2---Yn-

3 Conditional Random Fields

3.1 The CRFs model

Conditional Random Fields(CRF), a statistical se-
quence modeling framework, was first introduced by
Lafferty et al[12]. The model has been used for En-
glish chunking[11]. We only describe the model briefly
since full details are presented in the paper[12].

For our sequence tagging problem, we create a
linear-chain CRF based on an undirected graph G =
(V,E), where V is the set of random variables Y =
{Y;|1 < i < n}, for each of n tokens in an input
sentence and E = {(Y;-1,Y;)|1 < i < n} is the set of
n— 1 edges forming a linear chain. For each sentence
x, we define two non-negative factors:

exp(S 1y Mo fu(yi—1,i,x)) for each edge

exp(z,f;l Ay fr (yi, ) for each node

where fj is a binary feature function, and K and
K’ are the number of features defined for edges and
nodes respectively. Following Lafferty et al[12], the
conditional probability of a sequence of tags y given
a sequence of tokens x is:

P(ul) = geon(d Wil von) + D Nefilvex)
i,k i,k

(1)
where Z(z) is the normalization constant. Given the
training data D, a set of sentences (words with their
part-of-speech tags), the parameters of the model are
trained to maximize the conditional log-likelihood.
When testing, given a sentence z in the test data,
the tagging sequence y is given by Argmax,, P(y'|x).
CRFs allow us to utilize a large number of ob-
servation features as well as different state sequence
based features and other features we want to add.

3.2 CRFs for Chinese chunking

Our CRFs-based chunker has a second-order Markov
dependency between chunk tags.

In our experiments, we do not use feature selec-
tion and all features are used in training and testing.
We use the following feature functions:

fWic1,yi,,1) = p(,1)q(yi-1, yi) (2)

where p(x, 1) is a predicate on the input sequence x
and current position ¢ and ¢q(y;—1,y;) is a predicate
on pairs of labels. For instance, p(x, i) might be "the
word at position ¢ is Fl(and)” or "the POS tags at
positions ¢ — 1, i are NR, CC.”

3.3 The Features

To obtain a good-quality estimation of the condi-
tional probability of the event tag, the observations
should be based on features that represent the dif-
ference of the two events. In this paper, we utilize
both lexical and Part-Of-Speech(POS) information.

Tan et al.[7] applied the CRFs model on Chinese
chunking with the features of lexical and POS infor-
mation at the current position. In contrast to their
simple approach, we use the lexical and POS infor-
mation within a fixed window. We also consider dif-
ferent combinations of these. The features are listed
as follows:

e WORD: uni-gram and bi-grams of words in an
n window.

e POS: uni-gram and bi-grams of POS in an n
window.

e Mixed:word-POS pairs in an n window. In Ex-
ample 1, Mixed feature might be ”the word-
POS pair at position 3 is L 5{-NR”.

where n is a predefined number to denote window
size.

4 Experiments

4.1 Experimental Setting

The UPENN Chinese Treebank-4(CTB4)? consists
of 838 files. We use a tool® to generate the chunks
tags(See section 2) from CTBA4.

In the experiments, we used the first 728 files
(FID from chtb_001.fid to chtb_899.fid) as training
data, and the other 110 files as testing data. Ta-
ble 2 shows the corpus information. To investigate
the chunker sensitivity to the size of the training set,
we generated different sizes of training sets, includ-
ing 1%, 2%, 5%, 10%, 20%, 50%, 100% of the total
training data.

Table 2: The CTB4 Corpus
Training | Test
Num of Files 728 110
Num of Sentences | 9,878 5,290
Num of Words 238,906 165,862
Num of Phrases 141,426 | 101,449

2More detailed information is at
http://www.cis.upenn.edu/ chinese/

3Tool is available at
http://www.nlplab.cn/chenwl/tools/chunklinkctb.txt



We used MALLET (V0.3.2)[13] to implement the
CRF model, and we used all the default parameter
settings of the package in our experiments.

The performance of the algorithm is measured
with two scores: precision P and recall R. Precision
measures how many chunks found by the algorithm
are correct and the recall rate contains the percent-
age of chunks defined in the corpus that were found
by the chunking program. The two rates can be com-
bined in one measure:

_2><P><R

F =
- 3)

In this paper, we report the results with F; score.

4.2 Experiment 1: Effect of the fea-
tures

In this experiment, we compared the performance of
different combinations of features, including WORD,
POS, WORD+ POS (Use WORD and POS at once),
Mixed and ALL (WORD+ POS+ Mixed) (See sec-
tion 3.3). We also investigated the effects of different
sizes of training data.

First, we only used the features at the current
position. Figure 1 shows the experimental results,
where xtics denotes the size of the training data.
We can see from the figure that POS, WORD+POS
and ALL yield better performance than WORD and
Mixed. When the size of training data was small,
POS provided the best performance among all. How-
ever WORD+POS performed best when the size of

training data increased. WORD+POS provided 80.48%

F1 on 100% of training data, while POS yielded 78.66%
F.

90

MIXED 8- _
j '"";"""""Q':tl:f_‘f;,;

704" R

60 B

F1

30 L L L L L
0.01 0.02 0.05 0.1 0.2 0.5 1

Size of Training data
Figure 1: Results of different features

Then we investigated the effect of different win-
dow sizes using the features WORD+POS. Figure 2
shows the experimental results, where WINO denotes
only that information of the current position was
used, WIN1 denotes the features within 1-window-
size, and so on. When the size of the training set
was smaller than 10%, WIN1 performed better than
the others. Otherwise, WIN2 had the best results.
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Figure 2: Effect of window-size

4.3 Experiment 2: Comparison with
the other Approaches

In this experiment, we provide empirical evidence
to prove that CRFs provides the state-of-the-art re-
sults for Chinese chunking. We apply two machine
learning models based on MBL and TBL. Here we
use TiMBL V5.14 toolkits to implement the MBL
model, fnTBL V1.0° for the TBL model. In the ex-
periments, we used the feature WORD+POS and set
the window size as 2.

Table 3 shows the comparative results of the ap-
proaches. We can find that the CRFs approach is su-
perior to both the MBL model and the TBL model.
The CRF approach yielded 0.99% and 2.28% higher
than the TBL model and the MBL model respec-
tively.

Table 3: Comparative Results of Approaches

CRFs | TBL | MBL
ADJP | 84.55 | 84.21 | 79.09
ADVP | 82.74 | 83.32 | 77.35
CLP 0.00 0.00 | 3.85
DNP 99.64 | 99.66 | 99.60
DP 99.40 | 99.70 | 99.25
DVP 92.89 | 99.61 | 99.41
LCP 99.85 | 99.80 | 99.80
LST 68.25 | 59.13 | 65.22
NP 89.79 | 89.66 | 87.48
PP 99.66 | 99.66 | 99.56
QP 96.53 | 96.56 | 96.16
VP 88.50 | 85.05 | 81.98
All 90.74 | 89.75 | 87.46

4TiMBL is available at
http://ilk.uvt.nl/timbl/

5fnTBL is available at
http://nlp.cs.jhu.edu/ rflorian/fntbl/index.html



4.4 Discussion

In this section, we make some detailed analysis about
the chunking results to know what problems may still
occurred.

Noun-Noun compounds: Compounds formed by
more than two neighboring nouns are very common
in Chinese. For instance, ttt 5t (world)/ #1°F-(peace)/
ol (work)/ (The cause of world peace). It is very
difficult to distinguish whether it is {{ {5t /F1°F-} /3¢
i} or {tF/ {F1°F/ H$k}}. We also can see an-
other example: ”#(H (Education)/ ¥ ( Psycholog-
ical )/ & (Department)/” VS ” 4:fill( Financial )/ %&(
Department )/”. They are tagged as ” #{ 15 B-NP/ .L»
HII-NP/ #B-NP/” and "{4:B-NP/ RL-NP/".

Coordination ambiguities: These problems are
related to the conjunctions ”fl(and) 5 (and) % (or)
¥ (and)”. They can be divided into two types: chunks
with conjunctions and without conjunctions. For in-
stances, ” % its (HongKong)/ l(and)/ #1](Macau)/”
is an NP chunk (%F#B-NP/ MII-NP/ #[JI-NP/),
while in 75 {(least)/ T.%%(salary)/ Fl(and)/ 2E7%
7% (living maintenance)/” it is difficult to tell whether
"EfK” is a shared modifier or not, even for people.

5 Conclusion and Future work

In this paper, we have described how to apply Con-
ditional Random Fields model in Chinese chunking.
The model can combine the features of lexical and
part-of-speech tags. We also investigated the effect
of different sizes of training data.

The experimental results showed that the CRFs
model is a competitive approach for Chinese chunk-
ing. It can combine the advantages of different types
of features, and so outperforms the MBL model and
the TBL model. From the results, we also found
that part-of-speech tags play an important role in
Chinese chunking. When the size of training data
was small, POS performed better than other com-
binations. The combination of lexical and part-of-
speech (WORD+POS) performed best when the size
of training data increased.

In our future work, we will study the effects of
linguistic knowledge in the CRF framework, rather
than using the information generated from training
corpus. Another future work is to explore an unla-
beled corpus to improve the performance of Chinese
chunking.
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