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Abstract

In this paper, we propose a method for detecting new
words. Firstly, we exploit the knowledge of internal
structures of Chinese words to generate new word
candidates. Secondly, we use HHMM to rank them
and get n-best results. Thirdly, we use bi-gram
extracted from annotated corpus to re-rank these
n-best results. The Experimental results show that the
proposed approach yields 50.6% precision and 71.4%
recall when the top results are evaluated, and nearly
90% recall when n-best results are al evaluated (n =
4).

1. Introduction

Since there is no delimiter between words in written
Chinese, word segmentation is required in Chinese
processing. In word segmentation, new words and
ambiguities are two main problems. Sometimes, they
occur at the same time, which brings many
difficulties for word segmentation and it is hard to be
solved. Therefore, new word detection is one of the
essential tasks.

New words usualy refer to OOV (out of
vocabulary) words. General speaking, there are five
types of new words from semantic perspective. 1

(8 Named entities. person name, location name,
organization name.

(b) Numeric words: e.g. 15%

(c) Abbreviation: eg. V. & £ (Winter Asian
Games), #:Mi(Spring Festival Party), 1F i (SARS)

(d) Derivedwords: e.g. A (aways)

(e) Compound: e.g. JiixIfi%%(publishing fee),
¥ (remove and install),

From a surface pattern perspective, new words can
be classified into the following types. (1) NW_11
(two-character new word, ‘1+1'), eg. #¥|% (2)

NW_12 (a single character followed with a
bi-character word, ‘1+2'), e.g. K|t 5 (Grand World)
(3) NW_21 (a hi-character word followed with a
single character, ‘2+1'), eg. i [fi|?% (4) NwW_111
(three-character words, ‘1+1+1'), eg. W |4|& (4)
NW_22 (two bi-character words, ‘2+2'), e.g. ACifi|
#B17] (5) Others.

As it is reported before™ the majority of the new
words are NW_11, NW_111, NW_12 and NW_21, so
in this paper we focus on detection of NW_11,
NW_111, NW_12 and NW_21 of type (c), (d), (€). In
the following content, new words refer to these types.
There are a few researches on detection of these new
words. There are mainly three approaches. (1) Word
frequency is used to identify new wordsP (2)
Character-based tagging and chunking are used to
identify new words.® (3) IWP (Independent Word
Probability) and SVM are applied to identify new
words.M® Because the reported results are obtained
in different corpus, it is hard to tell which approach is
better. In this paper, we try to apply
HHMM (Hierarchica Hidden Markov Model)” to
this task.

In the rest of the paper, Section 2 presents the
framework of our method; Section 3 describes
generation of new word candidates, Section 4
describes the application of HHMM to new word
detection task; Section 5 introduces re-rank method;
Section 6 reports experimental results and error
analysis, Section 7 is the conclusion and future
works.

2. Framework of New Word Detection

In the dictionary-based word segmentation method,
new word will be split into piecesin most cases. That
is to say, if single-character sequences appear in the
segmentation result, it is possible that there exist new



words, so new word detection can be a post-process
on segmentation result. We regard every
single-character segquence as candidate sequence
containing new words, and then process those
sequences. In this way, time and space will be
reduced a lot, compared with new word detection
without word segmentation. New word detection,
therefore, becomes a problem of deciding whether
those single-character words should be combined or
not and how they should be combined. So input of
the process is word segmentation result, output is
new word list. The framework of the whole processis
shown as Figure 1.

way, new word candidates can be generated.

Table1l. Character roles

ﬁﬂain text

Segmentation Pick out suspicious
:> sequences

Word segmentation result ¢L

Generate new
word candidates

New word list ¢L

< Re-rank < HHMM

Figure1l. Framework of new word detection

3. Generation of New Word Candidates

There are internal structures in the words, e.g. in
the word ‘ H[E" (China), ‘[E]' (country) often appears
in the right of the word, such as ‘ 3&[E’ (America), ‘ 1%
[E’ (France). Therefore, the basic assumption of our
approach is every character has its roles in forming a
word and appears in the certain position. Thus, we
use ‘L', ‘R’, ‘M, ‘P’ and ‘S’ to denote the
character’s various roles. Here, ‘L ', ‘M_’, ‘R’
means left, middle, right position of the word
separately, ‘P_’ and ‘S’ mean the positions of single
character in ‘1+2" and ‘2+1' respectively. Table 1
shows some examples of this expression. Part of
speech tag set of Peking University is adopted in
Table 1.

Those character roles are used to ‘guess new word
during detection process. E.g. in Table 1, ‘4™ hasthe
role of ‘L_v’ and ‘41" has the role of ‘R_v'. When
‘% and ‘%’ appear in the sequence as two
continuous single-character words, ‘ %4}’ (shovel
shot) is a possible new word with the POS ‘V'. In this

Type Word: POS Character: Role

NwW_11 | 3§ ns HeL_ns ‘R_ns
(Yellow Sea)
JE#k:n J&4:L_n #R N
(weekly)
e v FL v ERV
(distinguish)
ORISR FL_v FRR_v
(eradicate)
Rt KL v $R v
(launch)

Nw 12 | KiERin KPn L n Rn
ESuri| 2Pn id:Ln RN
(whole procedure)
PN TFrv FPv ALv RV
(semi-overt)

NwW 21 | #4f:n #:L.n 4&Rn J:Sn
(Golden Week)
JERE T n L v RV T1:Sn
(shotfirer)

NW 111 | FEEE:n F.L_n BH:M_n F:Rn

- (Chlorofluorocarbon)
T42n F:L nZ%Mn =Rn
Word sequence:

Zfu R&lbin kv BIAg Fin Hlu BHFIn F1&/n

prediction of new worE bas¢d on character roles
/

Candidate paths:

wl R ey B &
wl R i W B &
wil e Bip W BT &
&l B B BF &
Kl e B Y # BT HE

R R

i;‘HM ﬂ
N-best results:

S8 A 9 =3 770 O B & 2/ Al

Figure2. Anexample of process

4. Application of HHMM

Usually single character has various roles as seen in
Table 1, eg. character ‘#’(L_ns, L_n), ‘Ja’(L_n,
S n), therefore, lots of candidate paths occur. An
example is shown in Figure 2. Consequently, we use
HHMM for ranking those paths. HHMM is an



improvement of HMM. It has the ability of
describing hierarchical structures. Because we split
word states into character roles, it is the same as
adding one layer between the layer of fina output
symbol and the layer of word state. So HHMM is
suitable for the new word model.

The state transition of HHMM is described as
Figure 3.

Figure 3 State Transition of HHMM
w isword state; r is character role state; cisfinal
output symbol which is a character.

An observation sequence is denoted by

C)=0102...OT. An HHMM state is denoted by
q" (de{1,...,D}), where i is the state index and d

isthe hierarchy index. The hierarchy index of the root
is 1 and of the production is D. In our approach, D is
2. The date transition probability matrix is denoted

oy AT ={a}={PE™ ™)} . And the

probability vector of making a vertical transition is

denoted by T1% ={z% (q*")} ={P(@"" |q*)},

and the output probability vector is denoted

by B ={b% (K} ={P(G, | ")}, where o, is

the final output symbol .[”
The entire set of parameters is denoted by

A={A"} s oy AT} 0 ABTY}

which is acquired in the training stage.

In preparing training data, we should label each
character of words with roles. For labeling ‘2+1" and
‘1+2', a two-character word dictionary is used to
identify the boundary of bi-character word
automatically.

In the decoding stage, the likelihood of every

candidate path is calculated, and then n-best
candidates are picked out. An example is shown as
Figure 2.

5. Re-rank Process

In an investigation on the best output of HHMM, we
find that over 90% of errors are incorrect
combinations of single-character words. Therefore,
re-rank is applied to n-best results of HHMM in order
to remove these incorrectly combinations.

We use bi-gram to remember some existing
single-character or bi-character words collocation
appearing in the training data. For every new word
candidate wp,=Cy...Cx, we calculate its whole

k
probability according to P(an)=l_[P(Ci |c,).
i=1
and then remove the candidate if the whole
probability is above zero. In another word, if the
candidate appears in the corpus as word sequence, it
means it is not a new word. Experimenta result
shows about 75% of errors are removed from the
results with only afew losses of new words.

6. Experiment and Error Analysis

We use People's Daily corpus (1998) developed by
PKU in our experiment.

The data is separated into two parts, training data
and evaluation data. To make evaluation data, the
first thing is to label new words, and the second thing
is to split the labeled new words into characters. In
labeling new word, we search the words which don’t
appear in the training data and take them as new
words. In this way, we get evauation data
automatically. The evaluation results are shown as
Table 2.

Table 2. Evaluation Results

Data Details Precision | Recall
Training Eval. #3eq. #NW
Jan. Dec. 85088 8475 | 49.3% 70.6%
Jan.-Feb. Dec. 81035 6094 | 45.5% 69.5%
Jan.-Mar. | Dec. 79299 5010 | 42.7% 68.6%
Feb. Dec. 85451 8571 | 49.7% 69.0%
Mar. Dec. 86265 9480 | 49.5% 69.0%
Jan.-Nov. | Dec. 74807 2097 | 33.3% 63.7%
Jan.-Oct. Nov. 85049 2477 | 30.7% 61.8%
Jan.-Sep. Oct. 78721 2154 | 27.2% 64.2%
Jan. Feb. 82300 8869 | 49.4% 70.7%
Jan. Feb.-Mar. | 163490 | 15000 | 50.6% 71.4%




In Table 2, #Seq. is the number of single-character
sequence. #NW means the number of new word.

When n-best results are &l evauated, in al the
evauation data, we get recall of about 90% (the
average n is 4.), which means the coverage of
character rolesis high.

There are four kinds of errors. The first kind is
inconsistency of the corpus, which results in 5%-10%
drop of recal. In almost same contexts, some words
are splitinto ‘2+1’ or ‘ 1+1’ somewhere in the corpus,
while they are taken as words in other places, e.g. ‘
555" (Bourbon Palace), ‘754 (Benz car), ‘il &
MY (survey ship), ‘] s (address of the factory), ‘Hi
k4’ (electronic chafing dish), “4) i (steel piece),
‘7L (perforate).

The second kind of error is caused by the
definition of words. E.g. in the corpus, ‘ P4
N’ (Brazilian), ‘#] \’(Macao people) are treated
aswords, but ‘ 1 [E A\’ (Chinese), ‘ 3¢ [E N\’ (American)
are separated into ‘H[E N7, SEE A,

The third kind of error is incorrect combination of
characters. E.g. ‘ ffif i’ (scale pit) is incorrectly
identified as‘ff1” and ‘@bT (‘47 kL)

The last kind is majority of errors, which is caused
by incorrectly combining those single-character
words. Eg. ‘)& (& HIAEH B 4 )8
™ GSM), WA &I ® A K

o).

7. Conclusion and Future Work

In this paper, we propose a method for detecting new
words. The Experimental results show that the
proposed approach yields 50.6% precision and 71.4%
recall when the top results are evaluated, and nearly
90% recall when n-best results are al evaluated (n =
4). In practice, our approach is applied to the
construction of mono-dictionary.

In the future, we will be concentrated on improving
the precision of new words.
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